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ABSTRACT 

This research explored the viability and effectiveness of hyper-agent approaches to general game 

playing within the Ludii game system, a general game framework that defines games in terms of 

conceptual units called ludemes. Hyper-agents are defined here as game playing agents that use 

existing agents or algorithms to optimise game performance. 

The study used agent and heuristic win rate data sourced from the Ludii database, along with 

game parameters (ludemes, concepts), to produce machine learning models designed to predict 

optimal agents and heuristics for novel games. Following this, three hyper-agents were 

implemented within the Ludii system, utilising the models. A portfolio agent designed to select the 

best predicted sub-agent at the beginning of a game, an ensemble agent that required each of its 

sub-agents to select a move, before making the most popular, and a weighted ensemble agent, 

which leveraged the machine learning models to weight the votes of its sub-agents, selecting the 

move with the highest vote weight each turn. 

The study ran an experiment that had each of the hyper-agents and sub-agents play a 

representative set of 30 games, playing each 50 times for a total of 1500 playouts. The experiment 

results showed a statistically significant improvement in the performance of the portfolio agent over 

each of the sub-agents. Non-parallel implementations of the ensemble agent and weighted 

ensemble agent did not produce a statistically significant improvement over the best performing 

sub-agent, though their parallel counterparts did perform best overall, with the parallel weighted 

ensemble producing a statistically significant performance improvement over every other agent in 

the experiment.  
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INTRODUCTION 

Background 

Game Playing Agents 

The development of artificial intelligence (AI) agents for game-playing is an area of research whose 

broad goal is to explore the capabilities of AI in complex strategic decision-making and long-term 

planning[1]. With well-defined parameters and objectives, games provide excellent environments 

both for benchmarking agent performance and developing novel algorithms[2]. Techniques 

developed for game-playing agents can be adapted to real-world domains, and real-world 

environments can be simulated with specific game parameters. 

Specialized agents developed for mastery of a single game have seen impressive results against 

expert level human players. IMB’s Deep Blue, a chess playing agent, exemplified this with its’ defeat 

of chess grandmaster and reigning world champion Garry Kaspirov in 1997[3]. Google DeepMind’s 

AlphaGo and its successors have defeated professional Go players, and the most recent iteration, 

MuZero, has mastered Go, chess, shogi, and Atari[4, 5]. Despite their impressive performance, 

specialized agents find much of their success in domain or game specific knowledge, hindering their 

performance in games outside of their training domain[6]. 

The Ludii System 

Started in 2018, the Digital Ludeme Project aspired to create a database of traditional strategy board 

games. The Ludii game system provides a general board game system that describes its games in 

terms of elements called ludemes. A ludeme is a “conceptual unit of game related information”[7] 

and each Ludii game is represented as a 3-tuple of ludemes: Players, Equipment, and Rules.  

The conceptual nature of ludemes makes understanding the differences between games and 

descriptions of their rules straightforward, with the potential to provide insight into game playing 

agents’ decision pathways[8]. With a large repository of games, and a series of game playing agents, 

the Ludii game system provides the ideal environment for the development of a general game playing 

agent.  
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Research Terms and Scope 

This research explored the techniques used in the implementation of hyper-agents, with the goal of 

developing and evaluating general board game playing hyper-agents in the Ludii game system. 

Ludeme 

A ludeme is a term that describes a single game element, as defined in the Ludii Game Description 

Language, and can be combined to describe a vast set of different games. Ludemes used in this 

manor generally fall into three categories: players, equipment, and rules. 

Game Concept 

A game concept within the Ludii system is a more abstract game element, often arising from distinct 

combinations of ludemes, allowing for clearer conceptual distinction between games. For example, 

the way an individual ludeme behaves within the context of a game will vary based on the other 

ludemes present within the game description. 

Agent 

Game playing agents are artificial intelligence systems designed to play games. In the context of this 

research, agents will generally refer to game playing algorithms developed for the Ludii system and 

used as sub-agents for hyper-agent implementations. 

Heuristic 

A heuristic is a tool used by agents simplify the evaluation of different pathways through a game 

tree. Heuristics and heuristic functions define the key considerations for assigning value to game 

states. An example heuristic might be positive material, which evaluates the position of a player 

using the sum of their pieces. Using this heuristic, moves that result in more pieces would be 

assigned a greater value than those that reduce the total piece count. 

Hyper-agent 

Hyper-agents are game playing agents that employ sub-agents to solve sets of complex problems. 

This research explores two hyper-agent approaches, portfolio agents and ensemble agents. A 

portfolio agent employs a selection mechanism to change its sub-agent based on the game it is 

presented with. Ensemble agents utilise an ensemble of sub-agents, each casting a vote for their 

preferred move before the ensemble selects the most popular. 
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Research Significance 

General game playing agents are developed with the goal of matching and exceeding human 

performance across a range of games, without prior knowledge of the game environments. Progress 

in general game playing is likely to provide insight into the broader challenge of artificial general 

intelligence[9]. This research will build on existing data within the Ludii database, and follow directly 

from a study that showed optimal heuristics be reliably predicted using a game’s ludeme 

descriptions[10]. 

Research Problem and Objectives 

Game results sourced from the Ludii database indicate differential performance for agents across 

the wide variety of games in the Ludii system. If a model could be developed describing the 

connection between an agent’s performance and a game’s parameters, optimal agents could be 

selected to play novel games, with the potential for improved general game playing performance. 

Thus, this research had 3 key objectives: 

1. To develop a machine learning model that could predict the best agent and heuristic to play 

a game using the game’s parameters 

2. To implement hyper-agents in the Ludii game system that utilize this model to optimize 

general game playing performance 

3. To evaluate the hyper-agents’ performance in the context of general game playing using the 

Ludii game system 

Thesis Overview 

The thesis will begin with a review of the relevant literature and an outline of the research context. 

Next, the methodology will document techniques used in the development of the implemented hyper-

agents and the evaluation of their performance. Experiment results will be presented, followed by a 

discussion of the implications. Finally, the conclusion will summarise the research findings, and 

outline suggestions for further research. 
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LITERATURE REVIEW 

General Game Frameworks 

General game frameworks aim to provide a universal set of tools that can be used to describe a 

large range of games in a structured way. Developed in 2005, the Game Description Language 

(GDL) has been the most prominent over the past few decades for academic research[11]. GDL 

represents its games as state machines, with rules to specify state transitions, and distinctions made 

between initial states, goal states, and terminal states. More recent general game frameworks such 

as the Regular Boardgames language, and the Ludii system, were shown in a 2019 paper to provide 

more efficient playouts, and simplified game definitions[12]. 

Game Search Algorithms 

Monte Carlo Tree Search 

Algorithms developed for general game playing primarily focus on decision making. The most 

prevelant is the Mone Carlo tree search (MCTS), which uses a tree structure to represent a network 

of states(nodes) connected by actions(edges)[13]. Originally developed to play Go, MCTS was used 

to great success in AlphaGo, in combination with deep learning. MCTS explores the game tree by 

randomly sampling segments, using Monte Carlo simulations, called rollouts, to evaluate game 

states[14]. Typically implemented with the Upper confidence bound applied to Trees (UCT) to 

optimise the exploitation-exploration trade-off, the probabilistic nature of MCTS makes it well suited 

to games with large search spaces and stochastic components[15]. 

Min-Max Search 

The min-max search algorithm is an alternative approach to searching a game tree, applicable to 

alternating move, adversarial games with two players[16]. The algorithm evaluates and assigns 

values to leaf nodes at the terminating depth of the search. Defining a minimising and maximising 

player, each node in the tree is assigned a value from one of its child nodes, determined by active 

player – a minimising player selects the node with the lowest value, while the maximising player 

selects the highest. The advantage of the min-max search algorithm is the full coverage of the game, 

though it suffers from an exponential growth in search space as depth increases and is limited by 

the effectiveness of its position evaluation metrics. 

The alpha-beta pruning algorithm optimises the min-max search by pruning branches that are known 

not to be optimal decisions for the parent node’s active player, reducing the search space and 

allowing for deeper, more efficient searches of the game tree. Research into applications of min-max 

pruning to games with more than two players found that the explored pruning implementation did not 

effectively reduce the search space[17]. 
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Hyper-Agents 

Portfolio 

Portfolio agents have been implemented for video game playing with some compelling results. In 

2017 a portfolio agent was developed using the Angry Birds AI competition following the observation 

that agents from previous years had varied performances across different levels[18]. The highest 

score from each agent at each level was recorded after a series of level runs, along with the key 

features of each level, to provide the hyper-agent with a set of training data. The portfolio approach 

allowed the hyper-agent to outperform each of the sub-agents overall, across 80 levels. 

An exploration of portfolio search optimization for general strategy game playing found that standard 

portfolio approaches to Stratega, a general strategy games framework, could be improved[19]. The 

analysis reviewed portfolio improvements to decision-making in real-time scenarios in which the 

portfolio search modelled increasingly optimized moves for both agent and opponent units across 

the 6 potential actions each unit could take. This algorithm is noted as a common implementation for 

real-time strategy unit micromanagement[20, 21]. 

 An evolutionary approach was also explored, in which scripts (unit/state action pairs) were 

periodically mutated, with the “fittest” scripts propagating[22]. Notably, the best performing algorithm 

was observed to prioritize the actions of support/specialist units, rather than direct attacks. While 

shown to have measurable improvements in real-time and turn based strategy games with 

incomplete information, these optimizations may not provide significant improvement to portfolio 

searches in turn-based board games with complete information. 

Ensemble 

Ensemble agents employ a slightly different approach to utilizing sub-agents. Rather than selecting 

the best agent for a particular scenario, ensemble agents poll their sub-agents and proceed with the 

most popular action. A 2019 study looked at using an ensemble decision system for general video 

game playing as part of the General Video Game AI competition[23]. The hyper-agent allowed each 

sub-agent to voice their opinions before the arbitrator made the final decision. Interestingly, this study 

observed that ensemble agents performed best on certain levels when a specific sub-agent was 

present, though that same sub-agent was not able to complete the level on its own. The games in 

which certain sub-agents excel saw those sub-agents consistently outperform the ensemble agent, 

even when they were also part of the ensemble. This is likely due to the nature of the ensemble 

agent’s polling system, and a portfolio approach may perform better in this scenario. 

A 2022 study describes a weighted ensemble agent created to play Werewolf[24]. Werewolf is a 

social communication game in which players are assigned the role of a villager or a werewolf. Each 

group must identify and eliminate the other - a game of incomplete information, deception, and 
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deduction. This study identified an issue with standard ensemble agents that reduces the effective 

contribution of high performing sub-agents because of equal weighted polling. To address this, each 

sub-agent was assigned a weight based on its performance during training, such that the importance 

of its vote when polled would be adjusted. The ensemble agent performed very well in games with 

15 players when compared to games with 5 players[24], however the results from this study make it 

difficult to draw conclusions about the effectiveness of a weighted ensemble approach, since the top 

sub-agent outperformed the ensemble agent in both 5 and 15 player games. A better comparison 

might have been made with a non-weighted ensemble agent to assess the impact that the weighting 

had on the agent’s performance. 

Research Context 

In 2021 a study was conducted to investigate general game heuristic prediction based on ludeme 

descriptions[10]. The study documented the performance of several heuristics across 695 games in 

the Ludii system. The results indicated that a game’s ludemes could be used to predict the 

performance of different heuristics, and suggested further research could be conducted into the 

development of a portfolio agent[10]. Thus, the aim of this research was to develop a general game 

playing portfolio agent, leveraging a novel game’s ludemes and concepts to predict the optimal agent 

and heuristic for playing it. Building on this, an ensemble agent would be developed as an alternative 

hyper-agent approach to general game playing, and a point of comparison for the portfolio agent. 

Finally, a combination of the two hyper-agents would be implemented, using the portfolio agent’s 

model to modify the weight of votes for each sub-agent in the ensemble. 
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METHODOLOGY 

Portfolio Models 

Training Data 

Data was sourced from the Ludii database, available at https://ludii.games/download.php. Data for 

agent and heuristic win rates across a set of games in the Ludii game system was used as targets 

for the models, while features were comprised of the ludemes and concepts that define each game. 

The full data set used is available at the repository provided in Appendix A. Game ludemes were 

represented as binary values, indicating whether a ludeme was present in the corresponding game. 

Table 1 provides an example of the ludeme data structure. 

Table 1 - Data structure for ludeme game descriptions 

Game Name Ludeme 1 Ludeme 2 Ludeme 3 … Ludeme n 

Game 1 1 0 0 … 0 

Game 2 1 1 0 … 0 

Game 3 0 1 0 … 1 

… … … … … … 

Game n 1 0 1 … 1 

Game concepts were structured similarly, though the concepts included a mix of data types. Table 

2 provides an example of the game concepts data structure. 

Table 2 - Data structure for game concepts 

Game Name Concept 1 Concept 2 Concept 3 … Concept n 

Game 1 1 8 -2 … 0 

Game 2 1 2 1 … 1 

Game 3 0 4 4 … 1 

… … … … … … 

Game n 1 3 3 … 1 

Win rates for agents and heuristics were represented as a score between 0 and 100. Table X 

provides an example of the data structure. 

Table 3 – Data structure for Agent/Heuristic win rate results 

Game Name Agent/Heuristic 1 Agent/Heuristic 2 Agent/Heuristic 3 … Agent/Heuristic n 

Game 1 0 100 54 … 12 

Game 2 12 31 21 … 36 

… … … … … … 

Game n 95 78 54  32 

https://ludii.games/download.php
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An analysis of the agent win rate data indicated that several agents had win rates identical to the 

random agent for most games in the set. Agents whose win rates were identical to the random agent 

were removed from the final training set. Table 4 lists the final set of agents used in the training of 

the models, with a brief description and an indication of whether that agent requires heuristics. The 

random agent was removed from the dataset when exporting the final models for hyper-agent 

implementation. 

Table 4 - Ludii agent descriptions and heuristic requirements 

Agent Name Description Heuristics 

Alpha-Beta Alpha-beta pruning algorithm, an optimisation of the min-max 

search[16]. 

Yes 

MAST Move-Average Sampling Technique, a playout strategy for 

MCTS[25]. 

No 

MC-GRAVE Application of the Rapid Action Value Estimation heuristic for 

MCTS[26]. 

No 

Progressive 

History 

Application of progressive bias using the history heuristic for 

MCTS[27]. 

No 

UCT Standard application of Upper Confidence Bounds applied to Trees 

with MCTS[15]. 

No 

Random An agent that selects moves at random. No 

Model Training 

Regression and classification models were trained in Python, utilizing scikit-learn machine learning 

libraries. Classification models used the agent or heuristic with the highest win rate as the target for 

each game, while regression models predicted a win rate for each target, selecting the target with 

the highest predicted win rate as the best candidate for the corresponding set of features. 

Model Validation 

To ensure trained models were reliable and not overfitted, an initial shuffle was performed, followed 

by 10-fold-cross-validation, which split the data into 10 subsets, using each as a test set once, with 

remaining subsets used as the training set. 

The performance of each model was evaluated by calculating the average difference between the 

win rates of the predicted best target and the actual best target, referred to here as regret. 
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𝑅𝑒𝑔𝑟𝑒𝑡 = 𝐴𝑐𝑡𝑢𝑎𝑙𝑊𝑅 − 𝑃𝑟𝑒𝑑𝑖𝑐𝑡𝑒𝑑𝑊𝑅 

The regret metric was selected over a measure of accuracy to better reflect the actual cost of making 

a suboptimal prediction within the game system, since the selected suboptimal agent or heuristic will 

still produce a win rate across a set of games. 

In addition to the candidate models, naïve regressors and classifiers were also trained and 

evaluated, providing a baseline point of comparison for model performance. These naïve models 

used the highest average method, predicting the agent or heuristic with the highest average win rate. 

The model that produced the lowest average regret for each set of targets (agents, heuristics) was 

selected for the development of Hyper-Agents within the Ludii system. 

Hyper-Agent Implementation 

Ludii AI 

Ludii, written in Java and open source (https://github.com/Ludeme/Ludii), provides an abstract AI 

class that can be extended to create a game playing agent. Each hyper-agent extended this class, 

implementing the initAI and selectAction methods required to play games. The initAI method is called 

on each participating agent when a new game is initialised, providing the agents with the game 

object, and their player id. The selectAction method is called each time an agent is required to make 

a move, providing the moving agent with the game context and the allowed thinking time before a 

move must be returned. Additionally, the aiVisualisationData method was implemented, allowing 

visualization of an agent’s search process within the Ludii UI. 

Portfolio Models 

The trained portfolio models were exported from Python to the Predictive Model Markup Language 

(PMML) format using a pipeline provided by the sklearn2pmml Python library 

https://github.com/jpmml/sklearn2pmml. This allowed the models to be imported directly into Java 

utilizing an XML parser, and then evaluated using the JPMML Evaluator, also provided by the 

JPMML team https://github.com/jpmml/jpmml-evaluator. 

 

 

 

 

 

https://github.com/Ludeme/Ludii
https://github.com/jpmml/sklearn2pmml
https://github.com/jpmml/jpmml-evaluator
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Portfolio Agent 

The key function of the portfolio agent was the ability to switch its sub-agent based on the parameters 

(ludemes, concepts) of the game it was playing. This logic was implemented within the initAI method, 

extracting the game concepts and ludemes from the game object and querying the portfolio models 

for the best predicted agent and heuristic. Using these predictions, the portfolio agent initialised its 

selected sub-agent for the game. Once the portfolio agent was initialised, it passed all calls from the 

Ludii system on to its sub-agent, which then played out the game as normal. Listing 1 outlines the 

initialisation algorithm. 

 

Ensemble Agent 

The ensemble agent required the introduction of multiple sub-agents playing the same game, 

selecting a move to play each turn. The ensemble system utilized an ArrayList to store each of its 

sub-agents, instantiated when the initAI method was called by the Ludii system.  

Listing 1 - Portfilio agent initialistaion algorithm 
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Listing 2 - Standard ensemble agent intialisation algorithm 

 

 

The ensemble agent’s move selection algorithm was implemented by iterating through its ArrayList 

of sub-agents and calling the selectAction method on each. The total thinking time was split among 

the sub-agents, and vote counts for each selected move were tracked using a HashMap with moves 

as keys and votes as values. Once all agents had voted, the move with the highest vote count was 

played. Listing 3 outlines the move selection algorithm employed by the standard ensemble agent. 

Listing 3 - Standard ensemble move selection algorithm 
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Weighted Ensemble Agent 

The ensemble agent was then extended with the introduction of weighted votes for each of its sub-

agents. In the same manor as the portfolio agent, the ensemble agent would query the portfolio 

models prior to initialising its sub-agents, assigning each of them a weighting based on their 

predicted win rates. Listing 4 details the initAI implementation for the weighted ensemble agent. 

Listing 4 - Weighted ensemble initialisation algorithm 

 

The selectAction algorithm was modified, adding each sub-agent’s vote weight to the total weight 

value for the move it selected. The ensemble agent would then return the move with the highest total 

vote weight. Listing 5 details the move selection algorithm for the weighted ensemble agent. 

Listing 5 - Weighted ensemble move selection algorithm 
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Agent Evaluation 

Experiment Parameters 

An experiment was developed to evaluate the performance of the hyper-agents as general game 

playing agents. The experiment required each agent to play a representative set of 30 games, 

playing each game 50 times. The agent being evaluated always occupied the first player position, 

while any additional players required for a game were populated with standard UCT agents. Each 

agent had 1 second of thinking time per move, and each game had a move limit of 1000 per agent. 

The result of each game was recorded, assigning the evaluated agent a score between 0 and 1. 0 

indicated a loss, 1 indicated a win, and a draw was indicated by 1/(number of players). The evaluated 

agents included the 5 sub-agents, the portfolio agent, the standard ensemble agent, the weighted 

ensemble agent and a random agent. Additionally, parallel implementations of the ensemble agents 

(with each sub-agent provided the full thinking time) were also evaluated. 

Game Selection 

The representative set of games for the experiment was determined using an algorithm that 

iteratively selected the game with the highest minimum distance from each of the previously selected 

games. Of the 1109 games available in the Ludii database, 460 were present in the agent model’s 

training dataset. The experiment sample was selected from the remaining 649. Listing 6 outlines the 

game selection process. 

Listing 6 - Representative game selection algorithm using maximum minimum distance 
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Distance between two games was calculated using the angle between the two vectors defined by 

the set of ludemes and concepts that describe each game (Cosine distance)[28]. Cosine distance 

was chosen over Euclidian distance due to the high dimensionality of the vectors. Prior to the 

pairwise distance calculations, a bi-symmetric log transform was performed on the game concepts 

data as described here[28]. This operation was executed with the intention minimising the impact of 

concepts with large continuous ranges while preserving the relative significance of concepts with 

binary values. Finally, the concepts data was scaled. The final set of selected games is listed here: 

Starchess, DisPath, Ludus Anglicorum, Trax, Quixo, Banqi, Terhuchu, Katro, Mini Wars, Surakarta, 

Mylna, Lines of Action, Ploy, Triad, Amazons, La Liebre Perseguida, Pylos, Chomp, Chameleon, 

Tawlbwrdd, Vela, Aralzaa, Chuka, Hops-a-Daisy Generalized, Mehen, Janggi, Patok, Toki, Omega 

and Gauntlet. 

T-distance stochastic neighbour embedding of the games is represented in figure 1, illustrating the 

coverage of the selected games relative to the full set of games in the Ludii database. Solid blue 

points represent games available for selection, faded blue points indicate games in the training set 

(excluded from selection), and selected games are represented with pink crosses. 

 

Figure 1 - 2-dimensional t-SNE, selected game coverage relative to the full game set 
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Experiment Hardware 

The experiment was run using Docker containers, on 3 memory optimized Digital Ocean cloud 

servers with the following specifications:  

CPU: 2x Intel(R) Xeon(R) Gold 5318Y CPU @ 2.10GHz 

Memory: 16GB 

Each server ran 2 docker containers for a total of 6, results were recorded in a MySQL database. 

Experiment Analysis 

Average win rates for each agent across the set of 1500 game playouts were used as a measure of 

general game playing performance. A two-tailed student’s t-test was used to evaluate the statistical 

significance of the experiment results. 
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RESULTS AND DISCUSSION 

Portfolio Models 

The model that produced the lowest regret for both the agents and heuristics data was the Random 

Forest Regressor, achieving a significant improvement over the naive approaches (Dummy 

Classifier, Dummy Regressor). 

 

Figure 2 – Average regret for models predicting best agents based on game ludemes and concepts 

 

Figure 3 - Average regret for models predicting best heursitics based on game ludemes and 
concepts 
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Experiment Results 

Figure 4 shows the average win rate of each agent across the 1500 game playouts. Parallel 

ensemble results are denoted with a “(P)”. 

 

Figure 4 – Average agent win rates for 1500 game playouts (50 iterations of 30 games) 

 

As expected, the hyper-agents outperformed each of the sub-agents on average across the set of 

games. The best performing agent in a non-parallelized environment was the Portfolio agent, while 

the introduction of parallelization showed the weighted ensemble achieved the best win rate. To 

determine whether these results are of statistical significance, a two-tailed student’s t-test was 

performed. Table 5 contains a T-value for each agent pair’s game results, indicating the magnitude 

and direction of the difference between the average win rates, while accounting for the variance. The 

accompanying P-value indicates the probability of observing the T-value by chance. For a statistically 

significant result, the P-value should be less than 0.05. 
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Table 5 - Student T-Test 
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Discussion 

The results indicate that hyper-agent approaches do yield statistically significant improvements as 

general game playing agents over the existing agents implemented in the Ludii game system. The 

portfolio agent achieved the best performance of the non-parallelized agents, with a statistically 

significant improvement over each of the sub-agents and a minimum average win-rate difference of 

+6%. While both parallel Ensemble implementations performed better than the non-parallelized 

agents, the difference between the standard parallel ensemble agent and the portfolio agent was not 

statistically significant. The parallel weighted ensemble agent performed best overall, with a 

statistically significant improvement over every other agent in the experiment. 

The Portfolio Agent’s performance serves as further validation of the agent and heuristic models that 

were trained on the Ludii data and used to predict the best agent and heuristic for each game. The 

agent with the highest average win rate within the Ludii data set was Alpha-Beta, while the results 

from this experiment saw Progressive History perform better, with a statistically significant difference. 

Importantly, the game set for this experiment contained two games that Alpha-Beta doesn’t support, 

resulting in a win rate of 0 for the 50 playouts of each of these. Furthermore, many games in the 

Ludii system contain optimal heuristics in their metadata, allowing Alpha-Beta to take advantage, 

and likely skewing its win rate. To ensure the results in this experiment were applicable to general 

game playing, the agents were not permitted to use this knowledge, instead relying on the heuristics 

predicted by the portfolio models. This may also suggest that Alpha-Beta’s win rate was 

overrepresented in the training data, however the agent model was still reliable enough to produce 

statistically significant improvement for the Portfolio agent. 

The non-parallel ensemble agents underperformed expectations, with no statistically significant 

performance differentiation between their results, nor the best performing Ludii agent (Progressive 

History). This is likely, in part, due to the limited thinking time given to each agent within the 

experiment. With a thinking time of 1 second per turn being split among the 5 agents within the 

ensemble, each agent would receive an average of 0.2 seconds to select a move. The same 

experiment run with increased thinking time per agent would likely yield improved performance for 

these ensemble implementations, though it is important to note that with each iteration of a move 

search, the search space grows exponentially (depending on the complexity of the game), since 

each move under consideration will lead to a new set of possible moves to consider. Thus, increases 

in thinking time will likely lead to diminishing performance improvements, and sufficiently large 

thinking time increases will see the non-parallelized ensemble agents approach the performance 

their parallelized counterparts. 
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CONCLUSION AND FUTURE WORKS 

Key Findings 

The development of a portfolio model to predict optimal game playing agents using game concepts 

and ludemes was shown to produce an improvement in average win rate across the set of games 

in the Ludii agent results data. This model was confirmed empirically with the implementation and 

evaluation of a portfolio agent within the Ludii system across a representative set of 30 games, 

which produced a statistically significant improvement in performance over each of its sub-agents. 

Ensemble agents implemented in the Ludii system also showed an improvement in average win 

rate over each of their sub-agents, with the parallel weighted ensemble performing best overall. 

Thus, the research showed that hyper-agents are not only a viable approach to general game 

playing but produced statistically significant improvements over existing agent implementations 

within the Ludii system. 

Future Works 

A key limitation of this research lies in the limited set of games that were selected for hyper-agent 

evaluations. Although the results showed statistically significant differences in agent win rates, 

future research might include a more robust set of evaluation games. 

Non-parallel implementations of the ensemble and weighted ensemble underperformed 

expectations, with no statistically significant difference between the two, nor the closest sub-agent. 

Future research might explore how the win rates of these hyper-agents scale as the allowed 

thinking time per move changes.  
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APPENDICES 

Appendix A. Source Code Repository 

The source code used for this research is available at: https://github.com/thom11345/HyperAgents. 

Code used for model development, results analysis and visualisation are in the Models directory. 

Input data is in Models/data. 

The source code for the hyper-agent implementations is in the AI directory, with the compiled jar 

located in AI/build. 

Experiment source code, database schema, and results data are in the Experiments folder. 

 

 

 

 

 

 

 

 

 

 

https://github.com/thom11345/HyperAgents

